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Class Frequency
Class Length
Class Frequency
Total Frequency
Class Freguency
Total Frequency

1. Frequency Density of a Class Interval =

2. Relative Frequency of a Class Interval =

3. Percentage Frequency of a Class Interval = x100
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Chapter 14 — Measures of Central
Tendency and Dispersion
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Topic 1 — Arithmetic Mean
anxi

1. Mean of Individual Series X ==
n

. _ > fX
2. Mean of Discrete/Continuous Series X = Z f
(In continuous series, the mid-point of the class interval is taken to be x)
3. If two variables x and y are related as y =a+bx, and X is known, then y =a +bX.
nXx +n,Xx,
n, +n,

4. Combined Mean X =
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Topic 2 — Geometric Mean

1. GM of Individual Series = n'" root of the product of n numbers
1

2. GM of Discrete/Continuous Series = (X" x X, x...x X, )"

(In continuous series, the mid-point of the class interval is taken to be x)
3. If z=xy, then GM of z = GM of x x GM of y

4. If z=§,then GM of Z:M
y GMof y

5. For a set of r abservations, logG = EZlog X
r
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Topic 3 —Harmonic Mean

1. HM of individual series HM =

(In continuous series, the mid-point of the class interval is taken to be x)
: n.+n
3. Combined HM = —+ "2
nl n2
-_——i _|_ &
Hl H2
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4. The harmonic mean of 1, ', 1/3, ..., 1/nis given by: il
n+

2Xy

X+Y

6. Relationship between AM, GM, HM for constant observations: AM = GM = HM
7. Relationship between AM, GM, HM for distinct observations: AM > GM > HM
8. For positive observations, GM* = AM xHM

5. Average Speed =
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Topic 4 — Median

1. For odd number of items, Rank of Median of Individual Series: Dz—l

th
2. For even number of items, Median is given by the average of (gj term and

n th
(— +1j term.
2

3. Rank for Discrete Series: %

4. Rank for Continuous Series: %
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5. Median of Continuous Series: | +Ran7k—cxi

6. If two variables x and y are related as y=a+bx, and x. Is _known, then
Ve =a+DX .
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Topic 5 —Quartile

1. Rank of Qs of Individual Series: nT+1
2. Rank of Qi of Discrete Series: %

3. Rank of Q: of Continuous Series: %
4. Rank of Q2 & Qs: 2 x Rank of Q4, 0r 3 x Rank of Q

. . . Rank —c .
5. Quartile of Continuous Series: | + —— xi

CA NISHANT KUMAR



Topic 6 — Decile

1. Rank of D; of Individual Series: nl—gl
2. Rank of D, of Discrete Series: Nl—gl

3. Rank of D; of Continuous Series: %
4. Rank of D, & Ds; 2 x Rank of Dy, or 3 x Rank of D

5. Decile of Continuous Series; | + Ranfk—cxi
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Topic 7 — Percentile

1. Rank of P; of Individual Series: n_+1
100
2. Rank of P; of Discrete Series: %

3. Rank of P, of Continuous Series: %6
4. Rank of P, & P3: 2 x Rank of Py, 0r 3 x Rank of P,

. : . Rank —c .
5. Percentile of Continuous Series: | + — X i
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Topic 8 — Mode

1. Mode of Continuous Series = | + -1

X
2f,—f,— 1,
2. If two variables x and y are related as y=a-+bx, and x. is known, then
Yoo =a+bX .
3. Relationship between Mean, Median, Mode
a. For Symmetric Data: Mean = Median = Mode
b. For Skew Symmetric Data: Mode = 3Median — 2Mean
c. For Positively Skewed Data: Mean > Median > Mode
d. For Negatively Skewed Data: Mean < Median < Mode
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Topic 9 — Range

1. Range of Individual Series = Largest Observation — Smallest Observation
Largest Observation—Smallest Observation

2. Coefficient of Range =

Largest Observation+Smallest Observation
3. Range of Continuous Series = Upper Most Class Boundary — Lower Most Class

Boundary

4. Coefficient of Range = —b —LMCB

UMCB +LMCB
5. If two variables x and y are related as. y = a+bx, and R, is known, then R, =|b|x R,.
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Topic 10 — Mean Deviation

1. Mean Deviation of Individual Series

_2x-A
n

kA
N

2. Mean Deviation of Discrete/Continuous Serie

ean Deviation About A

3. Coefficient of Mean Deviation 2 v X 100

4.1f two variables x and y are related as y=a+bx, and MD, is known, then
MD, =|b|x MD,.
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Topic 11 — Standard Deviation

> (x=x)°
1. Standard Deviation of Individual Series =

X
2. Standard Deviation of Individual Series = \/ 2 2

><|

4. Standard Deviation of Discrete/Continuous Series =

3. Standard Deviation of Discrete/Continuous Series = \/

5. Coefficient of Variation = j—z X 100
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6. Variance = Square of Standard Deviation

2
7. Standard Deviation of first n natural numbers = -1

. a—-b
8. Standard Deviation of only two numbers aand b = u

9. If two variables x and y are related as y=a+Dbx, and SD, is known, then
SD, = lb| x SD,.

2 2 2 2
ns,” +n,s,” +nd,” +n,d,
n,+n,

10. Combined Standard Deviation = \/

Here, d, =X — X ;d, =X, —X
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Topic 12 — Quartile Deviation
Q3_Q1

1. Quartile Deviation = =

2. Coefficient of Quartile Deviation = MxlOO
Q+Q

3. If two variables x and y are related as y=a+bx, and QD, is known, then
QD, =‘b‘><QDX.
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Chapter 15 — Probability

1. Probability = No. of Favourable Cases/Events/Outcomes
. Y Total No. of Cases/Events/Outcomes

2. When an experiment with total number of events a is repeated b number of times,
the total number of outcomes is given by.a”.

. Number of Favourable Outcomes
3. 0dds in Favour of Event A = !
Number of Unfavourable Outcomes

Number of Unfavourable Outcomes
Number of Favourable Outcomes
5.If two events A and B are not mutually exclusive, then,

P(Au B): P(A)+ P(B)—P(Am B)

4. 0dds Against Event A =
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6. Two events A and B are mutually exclusive, if AnB =¢. Therefore, P(AnB)=0,
or P(AUB)=P(A)+P(B).

7.1f three events A, B, and C are not mutually exclusive, then
P(AUBUC)=P(A)+P(B)+P(C)-P(AnB)-P(AnC)-P(BNC)+P(ANBNC)

8. Three events A, B, and C - are mutually exclusive, if
P(AuBUC)=P(A)+P(B)+P(C).

9. Probability that only event A occurs: P(A=B)=P(A)-P(ANB)

10.  Probability thatonly event B occurs: P(B—A)=P(B)-P(ANB)

11. P(AnB)=P(A)xP(B)

12. Probability of event A given that event B has already occurred is given by
P(A/B):
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P(ANB)

P(B)
13. Probability of event B given that event A has already occurred is given by
P(B/A):

P(A/B)=

P(B/A)= P(PB(Q)A)
o plare)- T PR
 P(AnB) P(A)-P(ANB
15.  P(A/B)= (P(B')): (i_P((B) )
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P(AnB) P(AUB)' 1-P(AUB)
P(B)  1-P(B)  1-P(B)
17, Probability that only event A or only event B occurs:
P(A)+ P(B)—ZP(AF\ B)
18.  Expected value () of a random variable (x) is givenby: x=E(x)=>_pX
19.  Expected value of (x?) is given by: E(xz):Z[ pi(xiz)]

16. P(AYB")=

20.  Variance (o?). of a- random variable (x) is given by:

V(X)za2 = E(X—,u)2 = E(Xz)—,u2
21. If a and b are two constants related with two random variables x and y as
y=a+bx, then the mean, i.e., the expected value of y is given by: 1, =a+by,.
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22. If a and b are two constants related with two random variables x and y as
y =a-+bx, then the standard deviation of y is given by: o, = \b\ XO,.

23. Expectation of sum of two random variables is the sum of their expectations,
e, E(x+y)=E(x)+E(y), for any two random variables x and y.

24, Expectation of the product of two random variables is the product of the
expectation of the two random variables, provided the two variables are
independent, i.e., E(xxy)=E(x)xE(y).
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Chapter 16 — Theoretical
Distributions

Topic 1 — Binomial Distributions
1. P(x)="C,p*q" ™ forx=0,1,2,3,...,n
2. The mean of the binomial distribution is given by xz=np.

3. A binominal distribution is symmetrical when p = q.
4. Mode of a Binomial Distribution is given by largest integer contained in

to=(n+1)p, OR 1, =(n+1)p and [(n+1)p]-1
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5. The variance of the binomial distribution is given by o =npq.
6. If p=qg=0.5, variance is the maximum, and is given by 2

7. Standard Deviation of a binomial distribution is given by o =./npq.

8. Let x and y be two independent binomial distributions where x has the parameters
n, and p, and y has the parameters n, and p. Then (x+y) will be a binomial

distribution with parameters (n, +n, ) andp.

CA NISHANT KUMAR



Topic 2 — Poisson Distribution

P(x)="

—-m

,forx=0,1, 2,3,
X!

1.

2. The mean of Poisson distribution is given by m, i.e.; &= m=np.

3. The variance of Poisson distribution is given by o® =m=np.

4. The standard deviation of Poisson distribution is given by o = Jm = Jnp
5.

Mode of a Poisson Distribution is given by largest integer contained in m, OR m and
m-1
6. Let x and y be two-independent poisson distributions where x has the parameter m,,

and y has the parameter m,. Then (x+y) will be a poisson distribution with
parameter (m, +m, ).
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Topic 3 —Normal Distribution
[—(X—ﬂ)2

252

1. P(x)zf(x)z%.e ],for—oo<x<oo

o2
2. If 1 =0, and ¢ = 1, the variable is known as the standard normal variate (or variable).

Itis given by z = 2—#.
(o2

3. Relationship between MD, SD, and QD — 4SD = 5MD =6QD
4. Mean Deviation =0.80.

5. Quartile Deviation =10.675g¢.

6. Q =u—-0.6750

7. Qy=u+0.6750

8. Median —Q, =Q, — Median.
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9. Points of inflexion are given by Xx=u—-oc and x=u+o
10.  If there are two Independent Normal Distributions x ~N(z4, o) and

Yy~ N(,, 6,°),then z=x+y follows normal distribution with mean (4, + 1, ) and

SD =./o,” +0o,° respectively.
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Chapter 17 — Correlation - and
Regression
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Topic 1 — Karl Pearson’s Product
Coefficient

Lrer _Cov(x,y) Cov(x,y)
. iy SXXSy B Gxxay
a. Cov(x,y):Z(X_);)(y_y) P any—7-7

b. S :\/Z(X‘Y)2 :\/sz_p

X n n

c. S —\/Z(y‘y)z :\/Zy2 2

-y
n n

Moment Correlation
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Y Xy—> Xxx>y
IS () Yy (T y)

3. Let there be two variables x and y. Let the correlation coefficient between them be
r,. Now, If they are changed to another set of variables, say, u and v, then,

r, =r,, if band d have the same sign, or

r, =—t,,, if b and d have opposite signs.

X

2. r=

Here,
—Coefficient of u —Coefficient of v
b= — .and d = —
Coefficient of x Coefficient of y
4.1, =ﬁ—.ruv
bj|d]
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Topic 2 —Spearman’s Rank Correlation Coefficient

)Xk
1. rp=1- n(n2 _1)

12
n(nz—l)

6[Zd2+2(t’3tj)]

2. When ranks repeat, then r, =1-
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Topic 3 — Coefficient of Concurrent Deviations
(2c—m)
m
(2c—m)
m

1.1f (2c—m)>0,then r, =

2.1f (2c—m) <0, then r, =—\/—
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Topic 4 — Regression

1. if y depends on X, then the regression line of y on x is given by:
a. either y =a+Dbx, where,

pp, M2 (2X)2y) o = r D or e SOV
> X -(Xx) % (o)

ii. a=a,=y—(Xxb,)

b, is known as the regression coefficient.

b. or, (y—¥)=by(x—X)
2. 1If x depends on'y, then the regression line of x ony is given by:
a. either Xx=a+Dby, where,
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I. b=Db

TonEy-(Xy)
ii. a=a, =X—(yxb,)
b,, 1s known as the regression coefficient.
or, (x=X)=b,(y-y)
3. b, = Scale of v
Scale of u

4. r = 1/byx x by,

ny

QX)) o oy L CoVxY)
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Topic 5 —Probable Error and Standard Error
1. Probable Error (P. E) IS given by

a. P.E.= 0674><

\/,
1-r?
b. P.E.=0.6745x ——
JW
1-r?
JIN
2. Limits of the correlation coefficient of the population is given by p=r +P.E.
1-r?

N

c. P.E.=0.675x

3. Standard Error (S.E.) is given by S.E.=
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Topic 6 — Coefficient of Determination and Non=

Determination

1. Coefficient of Determination (Also known as “Percentage of Variation Accounted
_ Explained Variance

for”) (rz) = .
Total Variance
2. Coefficient of Non-Determination (Also known as “Percentage of Variation
Unaccounted for”) =1—r?
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Chapter 18 — Index Numbers

Topic 1 — Price Relative

1. Price Relative:ﬂxlOO.

0

P
2. Simple Aggregative Price Index = Z = x100

2R
Z(ExlDO]

3. Simple Average of Price Relatives = :
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Sum of Products
Sumof Weights

4. Weighted Average General Index =
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Topic 2 —Weighted Aggregative Index

Z I:)nQO
x100
Z RQ

P
2. Passche's Index = Z i x100

Z I:)OQn
3. Marshall-Edgeworth Index = ZP” (% +Q) x100
Z I:)0 (QO + Qn )

Laspeyres'+ Paasche's

1. Laspeyres Index =

4. Bowley’s Index =

2
5. Fisher's Index = \/Z R % Z RQ: x100
Z I:)oQo Z Pan
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Topic 3 —Weighted Average of Price Relatives
P

ZL;,;X(POQO)
2:3#%

}xloo

1. Weighted Average =

CA NISHANT KUMAR | 2



Topic 4 — The Chain Index Numbers

. Link Relative of the Current Year X Chain Index of the Previous Year
1. Chain Index = 00
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Topic 5 —Quantity Index Numbers

1. Simple Aggregate of Quantities = ZQ” x100

2.
2.Q

2. Simple Average of Quantity Relatives = ZQO x100

n
ZQn I:)O
x100
ZQO I:)o
ZQn I:)n 5
100
ZQO I:)n

3. Laspeyre’s Index =

6. Paasche’s Index =
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7. Fisher’s Index = \/ZQn i X ZQ” i x100
ZQOPO ZQoPn

Z{Q“x(PoQo)}

0

Z I:)0(20

8. Base-year weighted average of quantity relatives = x100
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Topic 6 — Value Index Numbers
Value Index = ZV” — ZPnQn

ZVO ) Z PoQo
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Topic 7 — Deflating Time Series Using Index Numbers

1. Deflated Value = Current Value

Price Index of the Current Year
Base Price (Py)

2. Current Value = -
Current Price (Py,)

Actual Wages
g x 100

3. Real Wages =

Cost of Living Index
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Topic 8 — Shifting and Splicing of Index Numbers

1. Shifted Price Index = Original Price Index X 100

Price Index of the Year on which it has to be shifted
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Topic 9 — Test of Adequacy
1. Time Reversal Test P, x P, =1
2. Factor Reversal Test P, xQ,, =V,
3. Circular Test P, xR, xP,, =1

CA NISHANT KUMAR



